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1. What Is grammatical
Inference?



1.0 The rules of the game



Motivation

AWe are given a set of strings S, and a set of strings S.
AGoal is to build a classifier

AThis is a traditional (or typical) machine learning
guestion

AHow should we solve it?

S*




|deas

AUse a distance between strings and try k-NN (nearest
neighbours)

AEmbed strings into vectors and use some off-the-shelf
technique (decision trees, SVMs, other kernel methods)



Alternative

ASuppose the classifier is some grammatical formalism
AThus we have Land S*\L




Some alternative definitions

A Grammar induction (or grammatical inferenceX)) is the process in machine
learning of learning a formal grammar (usually as a collection of re-write rulesor
productionsor alternatively as a finite state machine or automaton of some kind)
from a set of observations, thus constructing a model which accounts for the
characteristics of the observed objects. More generally, grammatical inference is
that branch of machine learning where the instance space consists of discrete
combinatorial objects such as strings, trees and graphs. [Wikipedia]

AThe problem of grammatical inference is, in its broadest sense, the problem of
learning a description of a language from data drawn from (but not necessarily in)
the language. [Lee, Lilllan1996. Learning of Contektree Languages: A Survey of
the Literature. Harvard Computer Science Group Technical Repb2t9H]

A Grammatical inference is about learning a grammar given information about a
language [cdlh, 201(



https://en.wikipedia.org/wiki/Grammar_induction#cite_note-Grammatical_Inference-1
https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Formal_grammar
https://en.wikipedia.org/wiki/Productions_(computer_science)
https://en.wikipedia.org/wiki/Finite_state_machine

Inferenceor induction? Feldmant al. 1969)

Early studies of grammatical inference referred to it as a form of induction. The
term "induction” has been used as a description of generalization processes.
Unfortunately, it has also been used in dozens of otﬁer ways and is threatening to
become meaningless.

We favor restricting the term "induction” to statistical modes of inference such as
those of Solomonoff [64] as is done currently in Philosophy.

The particular model which we found most appropriate is the hypothetico-
deductive- empirical (HDE) mode of inference. An HDE inference consists of
forming hypotheses, deducing conclusions about the data and testing these
conclusions for validity.

[...]

In our case, a hypothesis is a grammar rule, a deduction is a derivation, and the
data are the sample strings.



2. Atimelineandsomenames



Where (how?) did things start?

A 1955 Chomsky

A 1959 Solomonoff

A 1965 Gold

A1967-69 Feldman and Horning

A1972 Fu

A 1980 Miclet

A 1980 Sakakibara, Yokomoriand the Japanese school
A 1984 A theory of the learnable (Valiant)
A 1986 Angluin’s active learning setting
A1992 RPNI

A 1993 the first ICGI workshop



The beginning

AOne may arrive at a grammar by intuition, guess-work, all

sorts of partial methodological hints, reliance on past
experience, etc.

Alt is no doubt possible to give an organized account of
many useful procedures of analysis, but it is questionable
whether these can be formulated rigorously, exhaustively
and simply enough to qualify as a practical and
mechanical discovery algorithm [for grammars]. [Cho57]

Too much faith should not be putin the powers of
induction, even when aided by intelligent heuristics,
to discover the right grammar. After all, stupid
people learn to talk, but even the

brightest apes do not. [Cho63]
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On the other hand

AMiller & Chomsky 1957-1967

ALAD : Language Acquisition Device

AThe goal is to find a procedure (an algorithm) which is able to build a
grammar given utterances of a language



RaySolomonoff

Using

the more complete set of transformations, it is expected

achines will ultimately be able to prove theorems,
;?:; ggsggéﬁess and answer (uestions in‘Egglish. A preliml;ary
analysis of the relationship of these devices to the work o

Chomsky on English grammar,

indicates that these machines. would

probably be able, to recognize the difference between a "gram-

matically correct"

and a "grammatically incox

rect sentence in

i i he machine
15 best approximation to English, providing t €
523m2§§e§ a traiggng_sequence of grammatically correct senten

ceS.

1956

"An Inductive Inference Machine," ( pdf 1,400 k)

Abstract Report circulated at the Dartmouth Summer
Workshop on Artifical Intelligence, August 1956
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http://raysolomonoff.com/publications/indinf56.pdf
http://raysolomonoff.com/publications/abstracts.html#indinf56ab

SolomonoffL956

AAbstract

AA machine is described which is designed to operate as human beings
seem to. Inductive inferences are made by cIassiinng events and their
outcomes within categories that have been useful in the past, and by
means of a small set of transformations, the system derives new
categories that are likely to be useful in the future. These are tested
empirically for usefulness in prediction, and useful ones combined with
older useful categories to create new categories. These in turn are tested
and the process is repeated again and again.

AA simplified system has been developed; it's attributes are described, and
some future aspects, such as a system to improve itself are considered.

AA preliminary analysis of the relation of such systems to the work of
Chomsky on English grammar is discussed.



E. Mark Gold

1967 : Mark Gold

C'est un colléegue légendaire de nos premiéres années. Doté d'un
physique de lutteur, il réfléchit en arpentant les corridors torse nu
tout en soufflant des bulles de savons. Mais son article théorique,
Language Identification In the Limit, qui démontre comment un
langage défini par une machine de Turing peut étre appris par une
autre machine de Turing, reste un des articles les plus cités dans le
domaine de |'apprentissage algorithmique.

Aprés deux années au DIRO, il enfourche sa moto et disparait a jamais
de la communauté scientifique.

https://www.iro.umontreal.ca/~echo/40e_Web/Posters/diro_1
2affiches_finales.pdf
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First thoughts on grammatical inference

Authored By: J. A. Feldman

Paper Title: First thoughts on grammatical inference
Publisher: Stanford University Artificial Intelligence Memo 55
Publication Date: 1967

GRAMMATICAL COMPLEXITY AND INFERENCE
BY
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KingSuFu

ADr. King-Sun Fu (Chinese: : October 2, 1930—April 29, 1985)4
was a Goss Distinguished Professor at Purdue University in West
Lafayette, Indiana. He was instrumental in the founding of
International Association for Pattern Recognition (IAPR), served as its
first president, and is widely recognized for his extensive
contributions to- and a pioneer in- the field of pattern recognition
(within computer image analysis) and machine intelligence



https://en.wikipedia.org/wiki/Chinese_language
https://en.wikipedia.org/wiki/King-Sun_Fu#cite_note-4
https://en.wikipedia.org/wiki/Purdue_University
https://en.wikipedia.org/wiki/West_Lafayette,_Indiana
https://en.wikipedia.org/wiki/International_Association_for_Pattern_Recognition
https://en.wikipedia.org/wiki/Pattern_recognition
https://en.wikipedia.org/wiki/Computer_image_analysis
https://en.wikipedia.org/wiki/Artificial_intelligence

LaurentMiclet

A1980 : Regular Inference with a Tail-Clustering Method.
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The American school

APitt, Warmuth, Schapire, Rivest, Kearns...

AAnd specially Dana Angluin
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TheJapanesachool

ATakashi Yokomori (1987...)
AYasubumi Sakakibara (1988...)
A..

AYS: Grammatical Inference in Bioinformatics. |IEEE Trans. Pattern Anal.
Mach. Intell. 27(7): 1051-1062 (2005)

23


https://dblp.uni-trier.de/db/journals/pami/pami27.html#Sakakibara05

TheSpanisischool

AEnrique Vidal, Universidad Politecnica de Valencia
AJose Oncina, Universidad de Alicante

24



The early days.. t he
and theoretical Gl

AThe Tomita benchmark

AM. Tomita. Learningf Construction Of Finite Automata From
Examples Usingill-Climbing.Pittsburgh Pennsylvania 15213, May
1982. Sponsored by the Defense AdvarkReskearch Projecsgency
(DOD), ARPA Order No. 3597, monitored by the Air Force Avionics
LaboratoryUnder Contract F336151-K-15309.
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As a conclusion

AAlso, and not mentioned here
A Genetic algorithms (Simon Lucas,...)
ANeural networks (Jurgen Schmidhuber, Jordan Pollock)
APattern recognition (SSPR)
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3. Some Ideas



3.1 Simplicity



"The Mechanization of Linguistic Learning," ( pdf 595 k) Second
International Congresson Cybernetics, pp. 180-193, 1958
Solomonoff

APPENDIX I

THE **TEACHERLESS TRAINING SITUATION,

If we are not allowed to ask questions, the problem of finding a
grammar thatis consistent with a g‘lven fixed body of text is com-
plicated by the fact that there are always an infinite number of such
grammars, It is possible, however, to define & * simplest ”* grammar
from among all possible consistent grammars. Another impﬂrl:;.mt
condition is that the ]anﬂua-.,c defined should coniain as ** lew °
sentences as Pmﬁth!r:‘. in addition to the fixed body of text. The
meaning of *few”” must be suitably defined, since most languages
of interest comtain an mfinite number of scntences. A theoretical
method for finding such optimum gammars without the services of
v == teacher *7 has been devised, but the method involves an
excessively long search. No rzally practical solution to this probletn
has been found for either finite state or phrase structure languages,
although a selution for either language tyvpe would be extremely

usciul.



http://raysolomonoff.com/publications/The Mechanization of Linguistic Learning.pdf

Considefearningrectangles
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A simplegrammaras thetightestone? (thelanguage
containingleast strings)

PTA(S,)
b 2
g
3 ©
a b y a

S={|, aaa, aaba, ababa, bb, bbaaa}
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Why are we interested in simplicity?

AAs a way around the poverty of the stimulus (Chater & Vitanyi 2006)
AAs a way of obtaining an Occam algorithm (and thus a PAC algorithm)



Routes to simplicity

AFinding simpler languages (k-testable, k-reversible)
ASimple PAC and PACS
AMDL (minimum description length)

AWe can also have simple distributions in which we can reason: « this
string is simple and it is not in the learning sample; therefore, with
high probability it is not in the language »



Simplicity today?

AAmple room for progress:

ASimpler classes of languages

AMake hypotheses about the distributions to allow use of what is present and
what is not

APuzzling:

ARecurrent neural networks are not simple



3.2 ldentification



Limiting Recursion E. M. Gold. Language identification

E. Mark Gold , , in the limit. Information and
The Journal of Symbolic Logic Control 10(5): 96
Vol. 30, No. 1 (Mar., 1965), pp. 28-48 ontro} 10(5):447-474, 1967

A[...]Functions, sets, and functionals which are decidable by such
infinite algorithms will be called limiting recursive. These, together
with classes of objects which can be identified in the limitare the
subjects of this report.

Gold, E Mark, Language identification in the limit, RM-4136-PR, the A
RAND Corporation, 1964. L Ol Yy QU FTAY R UKAa NBT.



The general idea

Alnformation is presented to the learner who updates
its hypothesis after each piece of data

AAt some point, always, the learner will have found the
correct concept and not change from it

38



Example

11
103
23
31

12}
12, 3}

Fibonacci
numbers

Prime
numbers
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Agame: beating the box

A black box generates numbers from a sequence.
We have to guess the next number. The black
box indicates yes or no depending on if we have
guessed the next element of the sequence (and
gives us this next element)



Some questions

ACan we always beat the box?

ANot if the box can change its rule on the fly after seeing
your guess.

ANot if the function is not computable.

AWhen do we stop?

AWhen after a certain point we do not change our mind...
But then we don’t know for sure we are correct!



Is Identification In the limit a good learning
model?

Aln 1967 it was
AAt last a rule!
Alt did allow extensions for complexity
Alt represents a minimum: if a class is not identifiable in the limit there is a
problem
AToday it only covers very limited settings:

AWe have to be sure there is something in the class to rediscover
AWe have to accept not to know anything about how well we are doing



|dentificationtoday?

A(sorry) Unless the setting justifies it (software verification-perhaps)
identification is the limit should remain a side result.

AChallenge: can we do better? Can we also say something about how
well the algorithm is doing?



3.3 Complexity



Somedates totakeinto account

AHartmanis and Stearns, “On the Computational Complexity of Algorithms” 1965
AEdmonds 1965 (believed to invent classes P and NP)

ACook 1971, Karp 1972, Garey-Johnson 1978.

AMost Gl papers from the 60s and 70s are about decidability.



Complexi ty.. I n what ?

AObviously it is harder to learn English than ab‘a

Alt is tempting to say that some languages are more complex than
others. This was followed by Feldman & al 69

ABut the same language (a+b)*a(@+b)" is recognized by a 2" state DFA
and an n+1 state NFA.

A(this is in line with the early PAC results for Boolean formulae, 1977)



What do we count?

AWe can try to count
A global time
A update time
A errors before converging (IPE)
A mind changes (MC)
A queries
A good examples needed

47



Main landmarks

A1978: Gold proves that it is NP hard to find the smallest DFA
consistent with a complete sample

A1978 Angluin proves that it is NP hard to find the smallest regular
expression consistent with a complete sample

A1989 Pitt & Warmuth prove that even polynomial approximation is
hard



Complexity in terms of data

ACdIh87: DFA are learnable from polynomial time and data but NFA
and CFGs are not

AAppealing because learning DFA is simpler

AUnconvincing because it still doesn’t tell us how good my current
hypothesis is likely to be



What happens

AA nice result is one which says: if you are given so much data, so
much time, then the result is expected to be good

AA typical PAC setting!

AWhat we have goes the other way round: If you want to learn this
machine then you need so much data and time.



Complexityoday?

AGiven large amounts of data, having fast algorithms (linear time)
matters

AUsage of solvers to find solutions



3.4 Approximation



The problems as they were encountered

AResearch on learning DFA and CFGs was receiving essentially negative
results from the COLT community

ASolomonoff had advocated right from a start towards learning
probabilistic grammars

ADistributions over strings were modelled through very simple
artefacts: bigrams



Some common beliefs (in the 90s)

AWe can talk about the support language L={wl S:P(w)>0} or
L={wl S:P(w)>t} and attempt to learn this language.

AWe can approximate any distribution over S by one represented by a
DPFA

AWe can approximate any distribution over S by one represented by a
PFA

AWe can approximate any distribution represented by a PFA by one
represented by a DPFA



PFA Probabilistic Finite
(state) Automaton

56



Wl

57



Approximating means distances

ACan we compute the distance between two automata? Between two
grammars?

AAnswer: yes but not very useful (there are exceptions!)
ACan we compute the distance between two PFA, two PCFGs?

AAnswer: we have many possible distances. Each PFA or PCFG should
be seen as an infinite dimension vector and most classic metrics will
work

AQuestion: but can we compute them?



Relatedproblems

AAre two PFA/PCFGs equivalent ?

AFind the consensus string (the most probable string)



For PFA

A&, ., PFAS &, PFASare NP-hard
A&, ,, PFASis in P
A&d,,, DPFASis in P

AZEQ, PFADIs in P
AXS, PFAJis NP-hard but admits good parameterized algorithms

AOn computing the total variation distance of hidden Markov models
AS Kiefer - arXiv preprint arXiv:1804.06170, 2018

60


https://arxiv.org/abs/1804.06170

ForPCFGs

AThe associated decision problems are all undecidable

(cdlh & Scicluna, unpublished)



Somebetterreasons for considering
probabilistic grammars (in 1969)

There are many other motivations for using the frequencies of the stringsin a

positive information sequence (text presentation) to assist in grammatical
Inference:

(a) Since more information from the sequence is used, grammars may be
discriminated earlier.

(b) The significance of "missing strings" can be evaluated.
(c) Inference can be conducted even in the presence of noise.

(d) Grammars for the same language may be discriminated on the basis of their
agreement with observed frequencies.

(ez Complexity can be related to efficient encoding, and various results from
information theory applied.

Ahttp://infolab.stanford.edu/pub/cstr/reports/cs/tr/69/125/CS-TR-69-125.pdf



http://infolab.stanford.edu/pub/cstr/reports/cs/tr/69/125/CS-TR-69-125.pdf

Approximation today?

AClearly learning PFA (and PCFGs) is an important topic today
ASpectral methods, neural networks,...
Almportance of PAUTOMAC challenge

AI\/Iany open questions concerning PFA and PCFGs



3.5 Interaction



Interaction

A1972: The active learning model is invented
AKey idea: if | can’t learn with interaction then | can’t learn without.

ATo prove the validity of the model Angluin invents a purely theoretical
algorithm to learn DFA from membership queries

Aln 2010 Zulu



Interaction today?

APlease be here tomorrow at 9 for Frits’ talk!



Conclusion



Grammaticainference..

A... has been a topic studied by some great scientists

A... still needs a better fit theory-practice

A... still allows to look at many interesting research questions
A...has a great past and an even better future



Thankyou



Extras



Key dates

AThe LAD: 1957

APhD by Pieter Adriaans, linking with Kolmogorov complexity
AWork by Francois Denis

AWork about simple solutions and the MDL principle

AWhat is nice about simplicity? It attempts to solve the issue: if string
« the » is absent from my dataset, then perhaps this isn’t english?



State splitting

Searching by splitting:

start from the one-state
universal automaton,
keep constructing DFA
controlling the search
with <§, S>

72



PAClearning

(Valiant 84, Pitt 89)

AL a class of languages
AGa class of grammars

Ae> @ndd> 0
Am a maximal length over the strings

An a maximal size of machines

73



His e- AC (approximately correct)*
If

PrplH(x), Gx)]<e



L(G) L(H)

-

Errors: we want this <




’ (French radio)

AUnless there is a surprise there should be no surprise
A(after the elections, on 3rd of June 2008)
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Results

AUsing cryptographic assumptions, we cannot PAC-learn DFA
ACannot PAC-learn NFA, CFGs with membership queries either
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Proposal

AA grammar class is reasonable if it encodes different
languages

Ale with n bits you have 2™ encodings so optimally you should have
21 different languages

78



But

AWe should allow for redundancy and for some
strings that do not encode grammars

ATherefore a grammar representation is reasonable if
there exists a polynomial p() and for any n the
number of different languages encoded by
grammars of size nis in g(2")
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